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OPTIMAL SPOKEN DIALOG CONTROL IN HANDS-FREE
MEDICAL INFORMATION SYSTEMS

In the paper a method of optimal selection of attees used as command entry-words for voice cdedralpplication is
presented. Voice controlled programs seem to becpkarly useful in the area of medical informatigghere a physician interacts
with a program by voice while operating the medidavice or being involved in examinations requirimgnual activities.
The proposed method selects command words fromo$gisoposals defined for each command so as tonmza the overall
probability of incorrect command recognition. Fitee entry-word dissimilarity matrix is calculatethe word dissimilarities are
evaluated using HMM models consisting of approphatrained acoustic models of the phonemes caistit words. The trained
HMM is used as the sample utterance generatorhimord. The artificially created utterance sampes then recognized by
speech recognizers created for pairs of words. €Btienation of correct recognition probability isedsas the word dissimilarity
measure. The word dissimilarities are then usedei®rmine the average assessment of words seledtiah can be used as
commands. Selection is created by choosing singiel irom sets of candidates defined for each condm&mally, suboptimal
selection is found by using genetic algorithm. Expents carried out prove that suboptimal selectibnbommand entry-words can
observably increase the accuracy of spoken commaedgnition in many cases.

1. INTRODUCTION

The optimization of computer software user integféi general consists in minimizing user actiond avolvement
necessary to control the program. The speech-dadraiser interface style seems to be quite nataral convenient.
Additionally, it gives the ability to interact witthe program without the necessity to engage haddsh interaction style is
especially desirable in case of medical informatigstems, where the software must be used by agdrysvhile he executes
manual activities. Examples of related applicaticas be found in diagnostic examinations in gastpg, proctoscopy,
colonoscopy etc. where, while operating the diagaamaging devise, the user needs to control sdeédce parameters
or enter elements of diagnostic image report immputer. Other similar application areas can bedom dentistry, surgery
or pathomorfology.

In order to make speech control usable in the afemedical systems, command recognition accuracgtrbe
extremely high. In typical case the number of comdsato be recognized is of the order of severahdlgh the number of
voice commands to be recognized automaticallywis orrect recognition of them may be still a peshlin the case of noisy
environment (as pointed out in [7]) or if speaketdpendent approach with single common acousticehmdst be used.

In order to maximize the accuracy of command reitimym appropriate utterances should be assignezbtomands.
At the stage of voice command interface designr@ppate words (or short sequences of words) messélected for
individual commands. The word (or word sequencaj thvokes the command will be further callectry-word The entry
words should be carefully selected in order to kentally matchable with corresponding command byumdn and to be
easily distinguishable by the speech recognitiogiren In this paper a method of suboptimal selectd entry-words is
proposed.

It is assumed that for each command to be recodritze set of entry-word candidates is given. The @i to make
such selection of entry-words, where single entoyevis selected for each command and the seledtiaimizes
the command recognition accuracy. The relevantopdition problem is however difficult in practicaalto great number of
possible combinations of entry words and due tficdities in estimating the recognizer error rase dach tested combination.
The problem can be simplified by replacing the mazation of recognizer estimated accuracy with mmazing the average
pairwise dissimilarity of entry-words. Intuitivelyhe voice command recognizer is able to accurattpgnize the entry-
words if they are dissimilar in pairs. Our aim em to find such entry-words combination than maz@&s average words
dissimilarity.

The problem of defining words similarity in conteat speech recognition was considered in a humbertales.
In [6] authors define the word similarity measurséd on edit distance of phonetic translations arfde: The approach is
however not quite suitable for the application gedonsidered here because the acoustic similabhBéseen phonemes are
not taken into account. In [8] the similarity ofidien Markov model (HMM) created for compared waedssed as the words
similarity measure. The authors compare probabidlisribution functions in corresponding statesHdIMs. The approach
presented in [2] defines the word similarity measb@ased on HMM paths co-occurrence. The co-ococeranthe probability
that two HMMs being compared follow the same stagectory. Similar method is proposed in [4], wdéne word similarity
is determined by comparing probabilities of obsdorasequences generated by two HMMs built for v8dvding compared.
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For the sake of entry-word selection problem, whiae ultimate aim is to minimize word recognitiorrog rate,
the similarity measure that is correlated with fivebability of word recognizer accuracy is requirddie novel words
dissimilarity measure is proposed, which is basedord recognition error rate of the recognizerfigured to recognize only
two words. Having calculated the matrix of word sifisilarities, the suboptimal selection of entry-deris achieved by
applying genetic algorithm.

Before the acoustic signal representing a commsupdi$sed to recognition, it must be isolated fromtinuous stream
of data acquired from A/D converter. We do not deae with the problem of entry-word extractionfeefive methods that
can be applied to achieve the appropriate segnemtate described in [9] and [10].

The paper is organized as follows. In the sectidthe2common idea of hidden Markov model applicatiorspeech
recognition and to random creation of artificialewénces is outlined. In the next section the mnwbbf optimal entry-words
selection is formulated for two cases: a) whereutterances subject to recognition are merely aiges of command entry-
words and b) where the commands are interleavdd neitural language utterances as e.g. when usingafting commands
applied to dictated text. In the section 4 the rodtbf word similarity assessment is described agtdild of the optimization
procedure based on genetic algorithm are discus$edexperimental results are presented in sebtion

2. APPLIED SPEECH RECOGNITION APPROACH

The method of finding the optimal set of commantenainces is based on probabilistic approach usespéech
recognizer. Typical approach utilizing acoustic migdand language models combined into compound HMMsed ([1, 3,
5]). The model created for the sake of speech mtog is used not only to recognize commands aed $peech but also to
estimate the probability of utterance misrecogniti®asic notions related to HMM application in autdic speech
recognition (ASR) are briefly summarized here.

The ASR procedure uses the probabilistic speectehtmabed on the concept of HMM. HMM is a tuple:

HMM =<S, P, B, § >, 1)

where S is the set consisting af states,P is the matrix of state transition probabilitieB,={b, b,..., B} is the set of

probability distributions of observation vector esibn in states fror8, « is the initial distribution of states arf§}, O S is the

set of terminal states.

The speech acoustic signal from the sound acquisiievice is first segmented into fragments sepdray silence.
The segments are then processed independently. degohent is converted into the sequence of obsengap;, o,, ..., Q).
The observation is obtained by applying Fourienysis to the short slice of the input sequence e&sured acoustic signal.
The speech model conceptually consists of threelde®n the lower level the phonemes are modeledhiformly structured
models consisting of fixed number of states. Fahestate the corresponding probability distributiddrobservation vectors is
estimated using the training set and by applyingrB&Velsh procedure. The models of words (or fixeduences of words)
are created by concatenating models of subseqiemntemes appearing in the phonetic translation efwbrd (or the fixed
word sequence). Because the phoneme HMMs can hglypplied in various words, training of HMM fahe language
consisting of a set of words does not require allds from the language to be presented duringiti@iThe last state of each
sequence is the terminal state. Batdenotes the subset of stafes, s,,..., §,} being the terminal states of HMMs created

for words in the dictionary. Here we consider rattign of utterances coming from fixed set of entvgrds. The recognizer
is therefore configured to recognize isolated emtoyds. In such configuration, word (or sequenc@dets are linked in
parallel as shown on Fig 1.

Typically the model created in the described wayssd in speech recognition. The recognition withNHconsists in
finding such wordv* which maximizes its conditional probability givéhre observed sequence:

w =argmax PwlqQ 9 ,..0 , )
wiD

whereD is the set of permissible words. The optimizatioalyem given by (2) is equivalent to finding suthts sequence
S =($, §,..., 8) in compound HMM which ends in state 0 §, and which maximizes its conditional probability:

S =argmax P@ s ,...,8 |0.9,..0. ()

CHCI. §D$
m]

The optimization problem can be transformed by yipglBayes formula to the equivalent one:

S =argmax P(§ s onS ) (0.0,:10) “)
s,1$2,...,§;/$
St

which in turn can be efficiently solved with Viténgtrocedure ([1,3]).
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Fig. 1. HMM configured to recognize isolated woodsvord fixed sequences

The application of described procedure to speechgrmtion is motivated by the assumption that ofetdi model is
a good approximation of the speaker pronunciatioother words, if the model is used to createstbguences of observations
such that the corresponding HMM trajectory endshupone of terminal states i, then the distribution of obtained
observation sequences is similar the observatiquesees extracted from the speech samples of theinge speaker,
for whom the model has been trained. The HMM biidd recognition and trained appropriately for atpatar speaker
(or group of speakers) can be therefore used aggherator of artificial observation sequences lainthe ones actually
extracted from human speech. This idea can beeaappii creation of artificial set of speech samplesd to evaluate word
similarities, as mentioned in introduction.

3. PROBLEM FORMULATION

3.1. ISOLATED CONTROL COMMANDS RECOGNITION

We will first consider the simple case, where tlieatd) is restricted to uttering the commands tlesult in certain
operations executed by the program being controlike: displaying appropriate dialog windows, Bejtfocus in target edit
control, selection of an item from drop-down lisgvigating through form elements etc. Each commiandvoked by its
entry-word. In fact entry-word can be not only $eng/ord but also a short fixed phrase consisting téw words, e.g: "next
field", "select disease"”, "find patient” "close @ow" etc. For each command only single entry-wad e used.

Let us consider a finite set of comma@is{c, ¢,..., G} . For each command, the set of alternate candidates of
entry-words is determined:

W, = (W, v, ) ©)

Only single entry-word from each s&, will be selected to invoke the command. The conmdsaare used with
different relative frequencies. Let us assume thatcommand probability distributiorr=(p,, p,,..., B, ) iS given or can be
estimated. The recognizer is provided with corgestgmented input stream, where each segment pormés to single
uttered command. Commands are independent, i.eerdurommand probability does not depend on theigue command.
In result, atomic recognizer action is consideredststing of recognition just single utterance frtm set of n acceptable
items. The speech recognizer recognizes the conmsriemgkrfectly, i.e. no matter what words will béesged to represent the
command, it may happen that incorrect commandheiltecognized. Our aim is to make such selectiantiy word for each
command in the sef so as to minimize the overall probability of commdanisrecognition. By a selectic, we will mean
the assignment of words to particular commands:

= (o W ), ®

The number of possible selections is:

M=|jln, @)

wherel, is the number of candidates in the ¥ét For each selection the probability of commandregsgnition can be
calculated. Letw,,n=1,...,N denote the sequence of feature vectors extracted the utterance of the commaung

The recognizef? configured to recognize words from the selectnand provided with the sequeneg, recognizes the
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commandg;, i.e. W(w,,S,)=¢. If j=n then the command is recognized correctly, oth&vasmmand recognition error
appears. The probability of erroneous recognitanrttie selectiols, can be calculated as:

R(S)=Y Rll- 19(@, )= 9. @

The aim is to find such seIectio‘Bmk that minimizes the command erroneous recognition:

m =argmin R (S,). 9)

m=1,....M

3.2. RECOGNITION OF COMMANDS IN NATURAL LANGUAGE TEXT DCTATION

The problem defined in the previous subsectioreiatively simple, because it assumes that the cordmaubject to
recognition are clearly isolated utterances antl tthe recognition result is always just the comméndh the defined set.
In result, the language model used by the recogmézextremely simple because the small set ofaittees appearing in the
applied selectiorS . determines all utterances that need to be corsidey the recognition algorithi¥i. In the case where

speech recognition is applied not only to contiwd @pplication, but also to recognize the speechaitural language,
the commands need to be distinguished from the inéngatext being dictated. Now we will formulateetimore complex
problem of command entry-words selection wherectiramands can be interleaved with the text beintathid. It is assumed
that the entry-word will be interpreted as a comdharerely if it constitutes the complete phrase sapd from the rest of the
audio input stream by segments of silence. Therembrd constituting the command will be always ipteted as a command.

Although it is neither necessary nor efficient iagtical application, for the sake of concept pn¢esgon clarity, let's
assume that the recognition process consists of dt@ges. In the first stage it is decided if thesestded utterance is
a command or it is a natural language phrase fleentéxt being dictated. If the utterance is recogphias a free text,
it is subject to second stage recognition wheredpeecognizer based on full language model is.0a&dconsider here only
the first stage of the recognition process.

In order to handle distinguishing between commaantt$ free text, the set of commartdss now extended with the
new element: "not a command" corresponding tortke fanguage utterance. The extendedset{c, G,..., G, G} is further

considered. Additionally, the probabilips that the utterance is a command needs to be d¢etinhy observing real dialogue
with the system. New vector of probabilities of coands in the se€' can be defined ag(p’,, p',,....Py s Prsy )» Where

p,=p,/p for n=1,..N and p'y,, =1- p.. Finally, the selection problem is analogous tevfmus one defined by
equation (8) and (9) where probabilitigsare replaced by probabilitiep',, for n=1,...,N+1

4. FINDING OPTIMAL COMMAND ENTRY-WORDS SELECTION

The optimal set of entry-words for commands cafolbied by solving the optimization problem defined6). In order
to apply it efficiently, the optimization technigaed p(W(w,,S,) = ¢,) probabilities estimation method must be proposed.

4.1. ESTIMATING CORRECT COMMAND RECOGNITION PROBABILITIE BY UTTERANCE
SIMULATION WITH HMM

Typically to estimate the performance of the reéogm a testing set is used. By providing the reiogy with samples
from the testing set the relative frequency of eoan be estimated. In the case of problem beisgriteed here, sufficiently
numerous set of command utterances is necessangdsely estimates the probabilPy(S,). Gathering such testing set can
be difficult, in particular when speaker-dependapproach is chosen. Alternate approach can be pedpavhich utilizes
HMM built for speech recognition. Because as altexuraining, HMM becomes the relatively accuratedel of a speaker, it
can be used as a testing set generator. The obsarggquences generated by HMM can be then agaignized by it.
In this way virtually unlimited set of artificialtterances can be obtained which may be next usedtimate the command
recognition accuracy. Note that in order to estenacognizer accuracy with the artificial testimg, $he acoustic form of the
test utterance is not necessary. It is sufficientdllect the observation sequendes o,,...,q ), which are the actual input to

the recognizer?. Note also that HMMs created for command entrydsodo not need to be trained using the recognized
commands. Actually, only phoneme HMMs need to beéd, which can be achieved with any utterancgs,ceming from
free language to be recognized. In this way redquepshe speaker to provide the testing set spefaficommands recognition
can be avoided.

The procedure of artificial training set creati@nde arranged so as it also randomly draws thenzom for which the
observation sequence will be generated. Let usnessbatN HMMs have been created for all command entry-wandhe
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selectionS,. In order to create the artificial sample of timérg word for the command, corresponding HMM is selected. The
model starts in its initial state. In subsequerpstHMM traverses from state to state until a teainistate is reached.
In each step the HMM goes to one of its states taedsingle observation vector is randomly drawnoetiog to the
probability distributionb; for current state. The drawn observation vectorajpended to the observation sequence.
The procedure can be formalized as follows:

Input: {H, H,..,H.} - the set of N HWk: arranged to nodel

sel ected entry-words for conmmands,
H: - conpound HWM arranged to recogni ze one
of selected entry words,
m - probability distribution of entry-words,
k - nunber of artificial utterance sanples to be drawn.
Qut put :
kc - nunber of sanples correctly recognized.

kc = 0,
repeat k tines
sel ect randomy one of N commands according to

commands probability distribution 77=(p, Py-vs B )

let n = index of randomy sel ected command;
let O=();
let s = initial state of H;

repeat until termnal state of H, is reached
draw observation vector according to the distribution bg;
append drawn observation vector to G
draw the next state index according to the transition

probability distribution defined by n-th row of P,

let s = drawn state index;

recogni ze Owith Hs

if result of recognition is c,
kc = kc + l,

return Ke;

The probabilityPg(S;) can be approximated by relative frequency of ainrecognition of artificial samples created by
the proposed algorithm calculated kagk, wherek is the total number of artificial samples drawmdamly andk: is the
number of samples recognized correctly. The prap@secedure can be also used to evaluate the workkls dissimilarity
by using models pairwise. For two entry-words begumsideredw; and w; the Hx model for only these two words is
constructed. The probability distributianis set to(1,0). In result all observation sequences used ingsewill be generated
by the model of the wordi. The dissimilarityg; of w; andw; is calculated ag; = ko/k.

4.2. FINDING OPTIMAL WORDS SELECTION WITH GENETIC ALGORIHM

The number of possible selections even for reljtigenall sets of commands and small number of réter entry-
words is so huge. Applying exhaustive search ineord solve the optimization problem (9) is infédeiin practice.
Taking into account that the estimation of correetmmand recognition probabilitie¥(«),,S,) = ¢, must be carried out

individually for each tested selecti®p, the computational cost of exhaustive searchdstgh to be applicable.

In order to reduce the computational cost of thehow the estimation of command recognition acgureen be
replaced by estimation of the average dissimilaotyentry-words in the selectio,. The proposed modification can be
justified by the observation that if the entry-weridh the set being recognized are dissimilar insptiien the probability of
misrecognition is reduced. L€ be theNxN matrix of entry-words dissimilaritieg; calculated as proposed in section 4.1.
Instead of searching for such selecti®n that maximizes the entry-word recognition erro, (8w we search for such

selection that maximizes average weighted entrydwdissimilarity calculated in pairs:

V(Sn)=ZN] RY. 9. (10)

i=1 j=1,..N;
j#

The optimization problem (9) is then replaced by fibllowing one:

m =argmax V §, .. (11)

The advantage of the modified approach is that dbstly computations related to estimating the ewntoyds
recognition accuracy that had to be carried outatgrly in each step of the optimization procecapplied to solve the
original problem (9) can be avoided in the modifigabcedure. Instead, it is sufficient to prepare thatrixQ before the
procedure optimization procedure begins. In eaep sf the optimization procedure the simple sumomaformula given in
(10) have to be calculated.
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In order to avoid exhaustive search of all poss#i@ections, the less expensive suboptimal opttimizamethod is
proposed. Genetic algorithm can be applied to Snboptimal solution of (11). The candidate solwideelections) are
represented by chromosomes. The chromosome is tarvet entry-word candidates in the selection afindd in (6).
The chromosome thus consistshbofienes being the candidate entry-words in the eftecSuch chromosome construction is
very convenient for crossover operation, becauseaikes possible to exchange genes independentdy fififess function
F(Sy) is directly based on the weighted average wordidates dissimilarity defined in (10):

F(S)=V(S)"- (12)

The dissimilarity measuré(S,) is raised to the power constant in order to make the parent selectiongziore more
sensitive to the differences in fitness. The valfie was set experimentally. The fastest convergendkeofenetic algorithm
to the suboptimal solution was achieveddor15. The parent selection is based on the rouletteelyrinciple. The crossover
operation consists in selecting genes independenily gene is randomly selected from two corresppondenes of parents.
The gene om-th position of the chromosome is the entry-worktcted to represemt-th command. The probability of gene
selection is proportional to its average dissintijato entry-words represented by genes of botleqtaron remaining gene
positions. The population consisted of 100 indigidun each generation. The probability of mutatias set to 0.01.

5. EXPERIMENTS

In order to verify the efficiency of the propose@thod an experiment has been carried out. The iexetr consisted

in comparing the recognition accuracy of the spat@mmands set in three cases:

a) the set of entry-word candidates was selected rahdfsom the set of permissible variants,

b) the set of commands was selected using genetidthigoas described in section 4.2,

c) the entry-words selection was found by random $eavbere as many selections were examined as théamof
individuals created during the execution of genalgorithm.

Results obtained by applying methods a), b) andvere also compared with the results of applyindytoptimal
selection of entry-words candidates. For relativatyall command sets and small sets of entry-wondlidates the optimal
selection was found by exhaustive search.

Speaker-independent approach was taken, i.e. #eckprecognizer was trained with speech samplesngofrom
speakers not participating in further experimenhe Trecognizer was trained with speech samples fBorapeakers.
Two experiments were carried out. In the first ekpent the total duration of training samples wasw 3 minutes per
speaker. In the second experiment extended traisdtigvas used, where each speaker was requestrdvide about 10
minutes of training samples. Other 5 speakers peepthe testing utterances set consisting of réegsdof entry-words.
Each entry word was recorded by each test spe@kimas.

The accuracy achieved with methods b) and c) dependthe number of the search space elements testis
searching for the suboptimal solution. In the ekpent, the resultant commands recognition accursay estimated for
various numbers of examined candidates. The restdtshown on Fig 2 and 3.
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Fig. 2. Comparison of command recognition erroegatsmall training set (total training time - 15jn
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Fig. 3. Comparison of command recognition erroesatlarge training set (total training time - 5thm

6. CONCLUSIONS

In the paper the method of optimal spoken commaidsslection for application in speech-controlledgpams is
proposed. The method can be applied in medicalvaoft used in situations where a physician mustrobttie program or
enter information to it having hands free. In apations of this sort the maximal accuracy of thekem command recognition
is crucial.

The experiments carried out proved that by appabgrselection of command entry-words observableatéah of
command recognition error rate can be achievedafpying the method based on genetic algorithmyekaive reduction of
error rate at the level of 30% in relation to ramdeelection can be obtained. The error rate closthe one obtained for
optimal selection can be obtained very rapidly vgémetic algorithm. Acceptable results are achigustafter 1000 iterations
(generations) of genetic algorithm. With the praggbanethod of selection evaluation based on entmgwdissimilarity
execution of 1000 iterations of genetic algorittakets only a few second on modern computer, thuspéaisle selection can
be obtained almost immediately. Comparison of #sults obtained for less and more accurate acoustiel (presented on
Fig 2. and Fig 3) indicates that the relative rditumcof error rate does not significantly dependtioam quality of the acoustic
model.

The application of the entry-words selection methpposed here is not restricted to control comreand
Similar problem appears in case of spelling outtatabulary symbols being a mixture of letters aigitsl The accuracy of
the symbol recognition depends strongly on selaatibwords representing individual letters (usuglbpular human names
are used). The proposed method can be appliedetctiag optimal set of names representing lettersHe sake of spelling.
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