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FILTERING OF TWO-DIMENSIONAL DIGITAL IMAGESUSING
WEIGHTED AVERAGING FOR ADAPTIVE SELECTION OF WEIGHTS

Many digital images, especially in biomedical figldontain some disturbances. The image analypisndis on
quality of the images that is why reduction or éfiation (if it is possible) the disturbances is Key issue. There are
many methods of improvement in the quality of thiages and thus improve the quality of the imagéyaisa among
them one of the simplest method is low-pass fitigsuch as arithmetic mean or its generalizatigighted mean.

The basic problem of the weighted mean is the prepkection of the weights. This can be done uaithaptive
algorithms. This paper presents several such algosi which are modifications of the existing weghtaveraging
methods created originally for noise reduction iectrocardiographic signal. The description of thew filtering
methods and a few results of its application ase ptesented with comparison to existing arithmetierage filtering.

1. INTRODUCTION

In real biomedical signals there are almost alwalyserved disturbances, the presence of which
results from the specific acquisition of these algnFor example, for bioelectric signals, theutisances
may come from the bioelectric activity of body selhe powerline or the hardware which retrieveséeh
signals. Bioelectric signals, widely used in vadgdields of biomedicine, are generated by both feusc
cells and nerve. Voltage is propagated througlugisnd can be measured on the surface of the body
which provides a convenient, noninvasive methodrieasuring the electrical activity of internal anga
However, using surface electrodes, results in teegmce of noise, often high amplitude, which ninest
reduced in order to extract the useful signal [1].

There are many methods for reducing interferend@amedical signals, such as low-pass filtering,
exemplified by the moving average filter, as wedl l@and-pass filtering. In the case of quasi-cyclic
biomedical signals, the quality of these signals ba improved by synchronized averaging [7]. The
averaging can be done using the existing arithnmeéan or its generalization, in the form of a wésgh
average where the weights are chosen adaptively.

Spatial domain methods of the image enhancememaigpen the pixels composing the image and
the processes could be denoted by

g(xy) =TLf(x Y, (1)

where f & y )s the input imageg Xy, i$ the output image and is an operator onf , defined over
some neighborhood ofx(y, [4]. The process of spatial filtering consists abvimg the filter mask from
point to point in an image. In the case of lingaatgl filtering the response of the filter is givey a sum
of products of the filter coefficients and the esponding image pixels in the area spanned byiltee f
mask.
If all the coefficients are the same and sum uprte, this is called arithmetic mean filtering. The

idea of mean filtering is to replace each pixelueain an image with the mean (‘average’) valuet®f i
neighbors, including itself. The median filter isry similar to the mean filter, but instead of siynp
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replacing the pixel value with the mean of neigltgpixel values, it replaces it with the mediartludse
values. Due to such procedures there is obtainddctien the influence of pixel values which are
unrepresentative of their surroundings [2].

Both mean filtering and median filtering can beatesl as a convolution filter based around a
kernel, which represents the shape and size ofdlglhborhood to be sampled when calculating thenmea
or the median. However in the case of median iiiltethe mask coefficients are not always constant,
there is only one non-zero coefficient (equal car@) which coefficient is non-zero depends on resiult
the sorting operation.

In the case of the convolution filters with non-stamt mask coefficients, the key issue is the &oic
of procedure which provides the values of the doieffits. In the adaptive fuzzy weighted averageffil
(AFWA) proposed in [8] the pixels in the filter wlow are regarded as a fuzzy set, and every pixékn
filter window can be depicted by membership funttiovhich is actually the weight of this pixel.
Whereas, the algorithm for computing values ofrttask coefficient which has been described in [§], i
based on the existing empirical Bayesian weightedraging method created originally for noise
reduction in electrocardiographic signal [5]. Thgmaper presents several algorithms which are
modifications of the existing weighted averagingtmoels created originally for noise reduction in
electrocardiographic signal which are describeffjnThe modifications are based on the idea dbedri
in detail in [6]. The performance of the new algjums are experimentally compared with the tradéion
average filtering and median filtering for both 8yatic and real images.

2. ADAPTIVE LINEAR SPATIAL FILTERING

2.1. THE BASIC MODIFICATED METHOD OF AVERAGING

In this section there is briefly presented the athm proposed in [6] which provides the idea of
constituting a base for further modifications oth&gorithms described in [7]. Let us assume thatthe
radius of the square mask, ire= (m-1)/2 wherem is the size of mask andY are dimensions of the

input X xY imagef . The output imageg size is(X —2r)x(Y — 2 ) For each pixel of the input image
f(xy),le. xO{r+Lr+2...,X-r}andyO{r+1r+2...,Y —r}, there is calculated the pixel of the
output imageg X y as the sum

X+r y+r
g y) =2 2w f(, i) (2)
i=x-r j=y-r
Although as it is described in [6] the weightg need not be explicitly computed and the outputieal
g(x,y) is calculated by following iterative algorithm:
1. Initialize g(x,y)@as in the case of the arithmetic filtering, as thean value of its

neighbors, including itself. If the sample varianaethe neighborhood of the pixel is
greater than zero set the iteration index k = & step.

2. Calculate the paramete& and aij(k) fori,j=12....2r +1:
-1 Y2
BY =(g(xy)*?) ©)
.. I 4
a® =(G,)-g0xy)*?) 4)
3. Update the averagg(x, y)™ for kth iteration
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X+r y+r

> > alot, )
g(x, y)® == (5)
O+ Za(k)
i=x-r j=y-r
4, If (g(x, y)© —g(x,y)«? )2 > ¢, thenk — k+1 and go to 2, else stop.

2.2. THE MODIFICATION OF EBWA METHOD

The method described in previous section is theification of the Simplified Empirical Bayesian
Weighted Averaging algorithm (SEBWA) which is preta in [7]. The original Empirical Bayesian
Weighted Averaging algorithm (EBWA, also presenitedl7]) assumes the gamma prior for paramgter
with scale parametek and shape paramet@gr and exploits the iterative expectation-maximizatio

technique. Thus the modified algorithm differs frpnevious only in step 2 where parame,@f‘) can be
calculated as conditional expected value

2p+1
(g (x,y)*™? )2 +2)

and assuming thatis a positive integer, the estimate of hyperpataniecan be calculated by means of
the first absolute sample moment:

j= F@@ﬂﬁ uwj (7)

E(BY [g(x,y)) = (6)

@p-!!

where (2p-D!"=1[3[...[(2p-1).

2.3. THE MODIFICATION OF WACFM METHOD

In this section there is presented modificationtloé Weighted Averaging method based on
Criterion Function Minimization (WACFM) [7]. The ¢put value g(x,y) can be calculated by iterative
algorithm, alternately using the two formulas:

3 Swria
gx,y) = , ®)
2 2wy

i=x-r j=y-r

w = (EDZ00Y)n ©)

S S (6 ) - g y))en

i=x-r j=y-r

where m[J (L+) is the parameter of the method andx,y)@is initialized as in the case of the
arithmetic filtering, as the mean value of its dagrs.
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2.4. THE MODIFICATION OF WAPM METHOD

The WAPM method (Weighted Averaging method basedPartition of input data set in time
domain and using Criterion Minimization functionf][can minimize the distance between the two
averaged:

Hf OWD — f @y, H , (10)

where the set of input (the neighbors of the pixellivided into two subsets ® and f @, for which
they are determined appropriate weights in antiterananner:

o ((f o )T co )_l(f o )T @ 4 1-1" ((f @ )T fO )—1( FO )T f @Qw®@ ((f o )T e )—11 (11)
ri(re) o)
o ((f o )T ca )_l(f " )T o, 1-1" ((f @) )T £F@ )—1( f@ )T f O\ ((f @ )T e )—11 (12)

i\ ((f @) ¢ )_11
The output valueg(x, y) can be calculated as

Oy® 2,/
N, f“w™ + N, f"“w
N

ag(x,y) = : (13)

where N, and N, are the cardinalities of the two subsét8 and f @, and N, +N, =N.

3. NUMERICAL EXPERIMENTS

In this section there is presented performancé®fiescribed method for two synthetic images and
a real one in presence of salt-and-pepper (apmeasrwhite and black dots superimposed on an image)
and Gaussian noise. In the case of salt-and-peppse the probability of the black pixel or the wehi
pixel was equal 0.05 and in the Gaussian noisentb@n was zero and the standard deviation was 0.15
(the values of pixels were in the range from zerorte). For computed output images the performahce
tested methods is evaluated by the root mean-seuerye (RMSE) between the original image (without
noise) and the output image. All experiments warein the R environment (www.r-project.org).

First there was performed experiment with synthatiage of size 100x100 with only three gray
levels. The image is presented in figure 1 (onleffi. Figure 1 also presents the image disturbedatt-
and-pepper noise (in the middle) and the imagedist by Gaussian noise (on the right).

Fig. 1. Synthetic image of size 100x100, the imadhk salt-and-pepper noise and with Gaussian noise.

In this experiment two sizes of mask was used, hafe and 5x5, for both types of noise. The
results, in form of RMSE, are presented in tabléofether with measured execution times of presente
algorithms. Unfortunately in the case of the madifion of WAPM method the implementation of the
algorithm was often impossible because of the nigalgproblems arising, namely matrices appearing in
the model proved to be singular. That is why theults presented in this section do not include the
modified WAPM method.

96



MEDICAL DATA CLASSIFICATION METHODS

As it is expected in the case of salt-and-peppésenthe best results are obtained using median
filter. Bayesian averaging SEBWA and EBWA give daniresults, and interesting fact relates to the
same RMSE values obtained for WACFM and mean fikgrart from these two methods it is visible
deterioration of the results.

Table 1. The results for the synthetic image of 4i@20x100.

Method Salt-and-pepper noise Gaussian noise

3x3 mask 5x5 mask 3x3 mask 5x5 mask
SEBWA RMSE 0.02757982 0.03421315 0.06272246 0.05269513
Time [s] 2.53 2.79 2.93 2.68
EBWA RMSE 0.0296515| 0.03426524) 0.06272739 0.05268687
Time [s] 2.58 2.82 3 2.73
WACEM RMSE 0.06682974 0.05769279 0.05798072 0.05266158
Time [s] 2.19 2.31 2.43 2.34
Mean filter RMSE 0.06682974 0.05769279 0.05798072 0.05266158
Time [s] 0.01 0.01 0.01 0.01
Median filter RMSE 0.02038201] 0.02621715| 0.06638568 0.05208484
Time [s] 0.78 0.78 0.82 0.78

In the case of Gaussian noise as it is expecteddise results are obtained using mean filter,
although unexpected is the smallest RMSE valuedian filter with 5x5 mask. Unlike the case otsal
and-pepper noise the larger mask leads to improneaig¢he results for all methods applied.

Times of executions do not seem to depend of tree &fi the mask. As it is expected the simplest
algorithm, namely mean filter is the fastest onedMn filter is slower and uses the builteuaicksort
algorithm. The proposed iterative methods are lineest.

Figure 2 presents next synthetic image using inegmgents (on the left) with the same image
disturbed by salt-and-pepper noise (in the middigj the image disturbed by Gaussian noise (on the
right). The original image size is 256x256 andtains 4 gray levels.

Fig. 2. Synthetic image of size 256x256, the imaghk salt-and-pepper noise and with Gaussian noise.

Results of the experiments for the image with tizes of mask (3x3 and 5x5) and with both types
of noise are presented in table 2. They are sirtoléine previous ones obtained for image visiblggare
1, but it can be seen longer computation time chbyehe greater size of the image. Again unexjpeiste
the smallest RMSE value for median filter in theeaf Gaussian noise, probably caused by simpldity
the synthetic image.
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Table 2. The results for the synthetic image of 226x256.

Method Salt-and-pepper noise Gaussian noise

3x3 mask 5x5 mask 3x3 mask 5x5 mask
SEBWA RMSE 0.02527094 0.03017638 0.05913966| 0.0605278
Time [s] 15.58 17.83 19.69 18.93
EBWA RMSE 0.02525737| 0.03147555 0.05892399 0.0604633
Time [s] 16.26 18.24 20.34 19.55
WACEM RMSE 0.08116536 0.06973163 0.06512383 0.06779615
Time [s] 13.85 15.33 16.71 16.27
Mean filter RMSE 0.08116536 0.06973163 0.06512383 0.06779615
Time [s] 0.06 0.01 0.03 0.03
. . RMSE 0.02265219 0.02094514f 0.0520038| 0.03970118
Median filter Time [s] 5.29 5.31 5.35 5.49

Figure 3 presents real biomedical image using ipearents (on the left) with the same image
disturbed by salt-and-pepper noise (in the middlgj the image disturbed by Gaussian noise (on the
right). The original image size is 256x256 andtains 256 gray levels.

Fig. 3. Real image of size 256x256, the image vathand-pepper noise and with Gaussian noise.

Results of the experiments for the image with twes of mask (3x3 and 5x5) and with both types
of noise are presented in table 3. As it is exgkttdhe case of salt-and-pepper noise the beslisesme
obtained using median filter and in the case of$S&un noise, computation time depends on the $ize o
the image. In the case of salt-and-pepper noisevisible deterioration of results for larger masid in
the case of Gaussian noise using larger mask saaulhprovement of the RMSE values.

Summarizing, the results of performed experimertsws that proposed adaptive weighted
averaging filtering methods, especially the Baye®aes, are close to optimal for both salt-and-pepp
and Gaussian noise. Since in reality the noisesuslly characterized by mixture of these two typbs,
authors expect that the new methods could be useéydplication to real images.

Unfortunately in the case of the modification of W method in the direct implementation of the
algorithm appears numerical instability during irsee matrices calculating which makes difficult to
compare the obtained results with other algorithiftebably it is caused by too little variability gfay
levels occurring in the analyzed images. Descrddsalve algorithms could be also used for color image
where each pixel is described by three dimensioksia such cases the problem of little variabibiy
vector values of neighboring pixels will be lessutslesome.
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Table 3. The results for the real image of sizex256.

Method Salt-and-pepper noise Gaussian noise

3x3 mask 5x5 mask 3x3 mask 5x5 mask
SEBWA RMSE 0.03365077| 0.04636494 0.06021915 0.04925835
Time [s] 18.72 17.52 19.80 18.91
EBWA RMSE 0.03361484] 0.04635727| 0.06024201] 0.04924985
Time [s] 19.09 18.36 20.69 18.47
WACEM RMSE 0.06429353 0.05428829 0.05414105 0.04857111
Time [s] 16.79 16.10 16.72 16.17
Mean filter RMSE 0.06429353 0.05428829 0.05414105 0.04857111
Time [s] 0.03 0.03 0.03 0.04
. . RMSE 0.02155204} 0.03161807| 0.06483689 0.05176399
Median filter Time [s] 5.65 5.33 5.34 5.41

It is worth noting that the iterative proceduresotatain weights for each pixel in image can be
performed in parallel. Thus the main disadvantdgeeproposed methods —computational complexity is
to be reduced when the algorithms will be impleradnt the NVIDIA programming model — CUDA. It
allows programmers to write scalable parallel paogg using a straightforward extension of the C
language [3].
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