Pattern classification systems play an important role in medical decision support. They allow to automatize and speed-up the data analysis process, while being able to handle complex and massive amounts of information and discover new knowledge. However, their quality is based on the classification models built, which require a training set. In supervised classification we must supply class labels to each training sample, which is usually done by domain experts or some automatic systems. As both of these approaches cannot be deemed as flawless, there is a chance that the dataset is corrupted by class noise. In such a situation, class labels are wrongly assigned to objects, which may negatively affect the classifier training process and impair the classification performance. In this contribution, we analyze the usefulness of existing tools to deal with class noise, known as noise filtering methods, in the context of medical pattern classification. The experiments carried out on several real-world medical datasets prove the importance of noise filtering as a pre-processing step and its beneficial influence on the obtained classification accuracy.

1. INTRODUCTION

Medical data analysis and medical decision making are acknowledged as important yet difficult tasks and typically based on years of experience of an expert. At the same time, Computer Aided Diagnosis (CAD) systems and computer-based data analysis have received increased attention, either to facilitate the work of clinicians or to provide a second opinion [9]. Consequently, there is an increasing interest in well performing pattern classification algorithms for medical data [15].

Machine learning and pattern classification algorithms have gained a significant attention from the medical community in last decade. They allow to quickly process massive, streaming, and complex data, providing a fast and effective automatic diagnosis, even though the final decision always lies in the hands of a physician. However, such an aid is often most valuable, especially for inexperienced physicians or to prevent the presence of routine and the decreased awareness of an expert due fatigue or stress.

In the literature we can find a plethora of reports on successful applications of various machine learning methods to medical domains. In the last years, there is an intense focus on contemporary trends in classification systems transposed to clinical decision support. One
should pay special attention to recent developments in applications of fuzzy classifiers [22], extreme learning [4], ensemble systems [11], data streams [7], or big data analytics [1].

When designing a medical decision support system we must take into consideration the following factors:

- **Learning set.** This is the initial step of the system design. One needs to collect a set of examined examples that will serve as a basis for the learning process. Such a set must consist of a representative sample of objects that are described by properly extracted features of high discriminative power. Missing values should be avoided, samples from all of the possible classes should be included, and examples should well describe the possible instances of the examined medical case. Finally, one needs a domain expert or an automatic procedure to provide a class label to each case that will be utilized by the classification method.

- **Classification method.** When obtaining a proper learning set, one must select a pattern classifier that will be able to efficiently extract the properties of data. The data will be used to construct decision rules or a separating hyperplane, which are employed in the decision making process. The classifier must be able to generalize the knowledge embedded into the training set onto new, unseen examples. The classifier selection step must be performed to choose the most efficient learner for each dataset, as according to *No Free Lunch Theorem* [26] there is no single universal classification method.

- **Ease of use.** The created medical decision support system will be used not by machine learning experts, but by physicians. Therefore, it should be either delivered as a black box solution or be free of so-called *magic parameters* that must be tuned to the specific problem. Additionally, many physicians prefer the decision to be interpretable, as it may shed additional light on the patient’s condition.

Each of these components is equally important. In this contribution, we will focus on the first one, specifically on the quality of the provided class labels within the dataset. We assume that the dataset is already collected and might be plagued by the so-called class (or label) noise [6]. In such a scenario some of the objects were mislabeled by the expert and thus they will mislead the classifier training procedure.

Among the existing tools to deal with class noise, noise filters, which remove noisy examples from the training data, are widely used due to their benefits in the learning in terms of classification accuracy [3], [19]. We propose to examine several of such noise filtering methods regarding to their usefulness for handling varied levels of class noise. We apply them on a set of real-world medical datasets to show the practical importance of the proposed pre-processing analysis. We verify these algorithms on the basis of computer experiments that allow us to draw conclusions regarding to the danger of class noise in clinical decision support systems.

2. NOISY DATA IN MEDICAL PATTERN CLASSIFICATION

The presence of noise in data is a common problem that produces several negative consequences in classification problems. In multi-class problems, these consequences are aggravated in terms of accuracy, building time, and complexity of the classifiers. The classification accuracy of a learner is directly influenced by the quality of the training data used. Real-world datasets usually contain corrupted data that may hinder the interpretations, decisions, and therefore, the classifiers built from that data.

Class noise occurs when an example is incorrectly labeled [17]. Class noise can be attributed to several causes, such as subjectivity during the labeling process, data entry errors, or inadequacy of the information used to label each example. Two types of class noise can be distinguished [18]:
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contradictory examples - duplicate examples described by different class labels.
• mislabeled examples - examples assigned to another class than the real one.

An example of the behavior of classifiers in presence of noisy samples is given in Figure 2. In medical pattern classification, class noise may originate from several sources, among which the most possible are:

• **Human errors.** These may happen quite often, especially when an expert physician is asked to provide labels for a large number of examples. Mistakes may occur due to weariness, routine, quick examination of each case, time pressure, or even due to not paying attention to potential outliers or atypical cases. Additionally, especially in case of highly complex data, we cannot assume that the physician will be infallible.
• **Machine errors.** These is especially present in cases, where a machine is responsible for providing automatic labels. Here some design faults, momentary error or too similar cases may lead to the presence of erroneous labels.
• **Digitalization errors.** When creating a digital record of the examined cases, one may simply incorrectly input a class by a mistake.
• **Archiving errors.** When using historical recordings, there is a chance of missing or incorrectly copied information.

Wrongly labeled medical cases will damper the effectiveness of pattern classifiers that used them for training. In medical decision support, this fact can affect the final accuracy, which is of high risk as we are often dealing with human health and life. Therefore, filtering the class noise must be of high importance and should not be omitted.

3. EXAMINED NOISE FILTERING METHODS

The noise filters used have been chosen due they apply different filtering procedures and are well-known representatives of the field. The parameter setup for all the noise filters is the default one recommended by the authors of such filters. They are briefly described in the following:

1) **Ensemble Filter** (EF) [3]. EF classifies the training data using an $n$-fold cross-validation with several classification algorithms (C4.5 [16], 1-NN [14] and LDA [13]). Then, the noisy examples are identified using a voting scheme and removed from the training data.
2) **Edited Nearest Neighbor** (ENN) [24]. This algorithm removes those examples which class does not agree with that of the majority of its $k$ ($k = 3$ in our experiments) nearest neighbors.
3) **Iterative-Partitioning Filter (IPF)** [8]. IPF removes noisy examples in multiple iterations. In each iteration, the training data is split into $n$ folds and C4.5 is built over each of these subsets to evaluate all the examples. Then, the examples misclassified by the majority of the classifiers are removed and a new iteration is started.

4) **Multiedit (ME)** [5]. This splits the training data into $n$ folds. 1-NN classifies the examples from the part $x$ considering the part $(x+1) \mod n$ as training set and the misclassified examples are removed. This process is repeated until no examples are eliminated.

5) **Nearest Centroid Neighbor Edition (NCNE)** [20]. This is a modification of ENN, which consists of discarding from the training set every example misclassified by the $k$ ($k = 3$) nearest centroid neighbors ($k$-NCN) rule.

6) **Relative Neighborhood Graph (RNG)** [21]. This technique builds a proximity undirected graph $G = (V, E)$, in which each vertex corresponds to an instance from the training set. There is a set of edges $E$, so that $(x_i, x_j)$ belongs to $E$ if and only if $x_i$ and $x_j$ satisfy a neighborhood relation. In this case, we say that these instances are graph neighbors. The graph neighbors of a given point constitute its graph neighborhood. The filtering scheme discards those instances misclassified by their graph neighbors.

### 4. EXPERIMENTAL STUDY

We propose a set of experiments carried-out on real-world medical datasets. We introduce different noise levels into each of them and investigate the accuracy obtained by a given classifier with the respect to the increase of the class noise ratio. We apply the filters described in Section 3 to see how significantly they can alleviate the negative impact of wrongly labeled training examples on the final accuracy.

#### 4.1. DATASETS

We selected four real medical datasets describing different types of applications of clinical decision support systems. Their details are given in Table 1.

1) **Cytological slide examination** (breastcancer) [10]. This dataset describes the automatic examination of breast cancer cytology slides taken with fine needle biopsy. Firefly algorithm is applied to raw images in order to detect the position of nuclei. This is used to initialize the watershed algorithm that allows for an efficient segmentation of cells. A set of features describing morphological properties of these nuclei is then extracted. Three types of cancerous cells are distinguished.

2) **Hypertension detection** (hypertension) [12]. This is a multi-class imbalanced dataset that deals between the diagnosis of first order hypertension and five types of secondary hypertensions. Features are extracted from a set of medical records and examinations.

3) **Chronic kidney disease** (kidneydisease)\(^1\). This deals with the early detection of kidney failure and it was collected from nearly 2 months of period in an hospital.

4) **Mice protein expression** (miceprotein)\(^2\). This dataset contains expression levels of 77 proteins measured in the cerebral cortex of 8 classes of control and Down syndrome mice exposed to context fear conditioning, a task used to assess associative learning.

---

\(^1\)https://archive.ics.uci.edu/ml/datasets/Chronic\_Kidney\_Disease

\(^2\)https://archive.ics.uci.edu/ml/datasets/Mice\+Protein\+Expression
### Table 1. Details of the datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Objects</th>
<th>Features</th>
<th>Classes</th>
<th>Objects per class</th>
</tr>
</thead>
<tbody>
<tr>
<td>breastcancer</td>
<td>675</td>
<td>36</td>
<td>3</td>
<td>225, 225, 225</td>
</tr>
<tr>
<td>hypertension</td>
<td>1425</td>
<td>18</td>
<td>6</td>
<td>77, 147, 912, 113, 87, 89</td>
</tr>
<tr>
<td>kidneydisease</td>
<td>400</td>
<td>25</td>
<td>2</td>
<td>250, 150</td>
</tr>
<tr>
<td>miceprotein</td>
<td>1080</td>
<td>82</td>
<td>8</td>
<td>150, 150, 135, 135, 135, 135, 105, 135</td>
</tr>
</tbody>
</table>

#### 4.2. SET-UP

Some of the datasets (hypertension and kidneydisease) contains missing values. In order to avoid their influence in classifier performance and focus on class noise’s effects we must treat these values. The two most common approaches in this scenario are either removing examples containing missing values or filling them with imputation methods [2]. In order to not reduce still more the number of examples in the final datasets (since noise filters also remove examples from the training data), we decide to use the second approach. For this reason, we first employ the k-Nearest Neighbor Imputation (KNNI) [2] method to fill the missing values. Based on the k-NN algorithm, every time a missing value is found in a current example, KNNI computes the k nearest neighbors (k = 10 in our experiments) and their average value is imputed. KNNI uses the HVDM distance [25], which is valid for both nominal and numerical attributes.

Then, in order to control the amount of noise in each of the four datasets, different noise levels x% are introduced into each training dataset in a supervised manner following an uniform class noise scheme [23]: x% of the examples are corrupted randomly replacing the class labels of these examples by other ones from the set of classes. Thus, using this scheme any of the classes of the dataset may be affected by the noise. We will consider the noise levels x = 0% (base datasets, without additional noise), x = 5%, x = 10%, x = 20% and x = 30%.

The accuracy estimation of a classifier in a dataset is obtained by means of a 5-fold stratified cross-validation. In order to create a noisy dataset from the original one, the noise is introduced into the training partitions as follows:

1) A level of noise x% of class noise is introduced into a copy of the full original dataset.
2) Both datasets, the original one and the noisy copy, are partitioned into 5 equivalent folds, that is, with the same examples in each one.
3) The training partitions are built from the noisy copy, whereas the test partitions are formed from examples from the base dataset.

Finally, we use the C4.5 [16] decision tree as a base classifier. We report the results according to the obtained classification accuracy.

#### 4.3. RESULTS AND DISCUSSION

The experimental results with respect to different noise levels are given in Table 2.

The experimental results obtained allow us to draw some interesting conclusions regarding the stated problem of noisy medical data classification.

Let us firstly concentrate on the performance of C4.5 without and with the presence of the noise. For datasets without additional noise, we obtain a satisfactory accuracy that shows the potential usefulness of machine learning for the stated problem. However, with the occurrence of noise and increase of its ratio, we can see a quick deterioration of the obtained classification accuracy. Even as small as 5% of noisy samples already affects the classifier (as in miceprotein, where we observe more than 3.5% of accuracy drop). For higher noise ratios, C4.5 without any pre-processing becomes highly inaccurate (as in breastcancer dataset, where we can observe almost 20% of drop in accuracy). Therefore, using noise filtering as a pre-processing step becomes a mandatory task in designing such a medical pattern classification system.
Using filtering can significantly alleviate the negative role of mislabeled samples (as in the aforementioned breastcancer dataset, where filtering leads to over 15% of accuracy gain).

What is highly interesting, for some of the datasets without additional noise, using some noise filters still leads to small improvements in accuracy. This can be explained by the fact that these datasets are already affected by some small degree of class noise on their own. This puts further emphasis on the usage of noise filtering in the process of medical pattern classification.

There is also one case without additional noise, for the miceprotein dataset, in which none of the noise filters improve the performance of C4.5 without preprocessing. This fact can be attributed to higher amounts of class noise in the data allow the noise filters to better show their potential. Furthermore, one must note that noise filters do not always provide an improvement in the performance results [19] and this depends on many components, such as the characteristics of the data treated.

When carrying out a comparison among the examined filtering methods we may easily observe that there are two dominant approaches: EF and NCNE. They both display excellent robustness to noise and are able to efficiently handle even highly contaminated datasets (30% of noisy objects in the training set). One should note that the differences between examined filters are in most cases relatively small and all of them allow to alleviate the influence of noisy samples. However, both EF and NCNE filters offer the highest flexibility and robustness, and thus are the two recommended methods to apply in medical pattern classification systems.

5. CONCLUSIONS

In this contribution we have discussed the role of the quality of class labels provided in the training set for designing a medical decision support system based on machine learning. Class noise may be a result of human expert error when describing the given cases or a result from some erroneous data gathering. Incorrectly labeled samples may strongly influence the learning process, leading to creation of complex decision boundaries that have reduced generalization abilities. Therefore, the proper handling of such uncertain objects is of high importance when constructing pattern classifiers.

We have examined the usefulness of six different noise filters in the presence of varied
ratios of noise. The experimental study carried out on a set of real-world medical datasets prove that even small levels of class noise may significantly decrease the classifiers’ quality. Noise filtering is especially crucial in cases in which a significant amount of training objects may suffer from wrong labeling.

In future we plan to extend our works on noise filtering to massive and streaming medical datasets.
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