This paper presents a new multilayer ensemble of classifiers for users verification who use computer keyboard. The special keyboard extracts the key pressure and latency between keyboard keys pressed during password entered. When user is typing password the system creates a pattern based on time and key pressure. For users verification group of classifiers have been proposed. It allows to obtain the higher accuracy level compared to alternative techniques. The efficiency of the proposed method has been confirmed in the experiments carried out.

1. INTRODUCTION

Computers and internet have become a ubiquitous part of our lives. Since we depend so much on computers to store data and personal information, it has become more necessary to secure our information from intruders. Many networks are vulnerable for intruder attacks, because of low security. A password has been a solution for user authentication and identification in computer based applications [4],[17],[18]. Although password-based authentication and identification systems have many benefits they become unprotected when intruders and imposters try to log in to the system by means of valid password instead of valid user [6]. The system cannot recognize a valid user from an intruder who receives the log-in information illegally or even unintentionally. In order to overcome password-based authentication vulnerability, in our approach the two-stage authentication systems have been introduced. In practice many biometrics systems are exploited on the computer market, such as face recognition, fingerprints and signature analysis or gait dynamics [2],[5],[10],[12]. Unfortunately all of these behavioral biometric features require additional tools and special devices which increase in cost [14],[15],[16]. Instead of mentioned techniques we propose keystroke analysis. It is especially useful for users who work in the computer world environment.

In this work we propose a new structure of multilayer ensemble of classifiers for keystroke dynamic verifications. In order to obtain the best verification results, classifiers employ keystroke timing information, including the delay between and duration of each tap of a key as well as values of key pressure. Based on latency and pressure, a unique keystroke pattern for each person can be formed. These patterns comprise input data for ensemble of classifiers to verify whether a given user is genuine or not. The general structure of proposed classifiers depicted in Fig. 1.
2. KEystroke PATTERN EXTRACTION

In the first stage, length $n$ of users password is established. Classifier inputs data $V$ consists of the two sub-vectors $L$ and $P$, hence $V = [L, P, \text{avg}]$. The sub-vector $L$ includes elements associated with delay between and duration of each tap of a key, whereas the vector $P$ includes elements which reflect the values of key pressure. For such assumptions we formed both the sub-vectors:

$$L = [l_1, l_2, \ldots, l_{n-1}], \quad P = [p_n, \ldots, p_{2n-1}] \quad \text{and} \quad \text{avg} = \frac{1}{n} \sum_{i=1}^{2n-1} p_i. \quad (1)$$

In practice, key pressure values are sampled. In our case sampling rate is 100 samples/sec. Typing process is a behavioral feature, therefore each user can type a same password with different time period. During typing action a lot of pressure values are recorded. When user type slowly, then many pressure values are registered, while type fast then only a few of such values are gathered. From eq. (1) follows that length of the vector $P$ should be a constant, therefore recorded data have to be adopted to the mentioned constant length of the vector $P$. It can be explained by means of the following example. Let $y = f(t)$ be a function of the two variables, see Fig. 2. This function have some maximal values (peaks). We will search all maximal values which fulfill of the two conditions:

1) $|y_{i+1} - y_i| < y_{\text{min}},$

2) $|t_{i+1} - t_i| < t_{\text{min}},$

where $t_{\text{min}}$ is the minimal horizontal time distance between two neighbor peaks, $y_{\text{min}}$ is the threshold which determines how a given peak value should be greater than value of its neighbors from the left or right side, if these peaks are exist.

Idea of such measurements is presented in Fig. 2.
In the next stage among all indicated peaks, the $n$ highest are selected. If number of detected peaks is less than $n$, the missing value(s) is supplemented by zero value. Fig. 3 presents the examples of the two pressure functions where $n = 7$ peaks (marked with asterisk).

![Fig. 3. Selected peaks from two exemplary time series of the pressure function.](image)

### 3. Ensemble of Classifiers

Keystroke pattern for each password is then subjected to classification. In our method, in order to classify the password three ensembles $EC^1$, $EC^3$ and $EC^3$ have been created. Each single ensemble consists of four sub-classifiers. It means that proposed group of ensembles consists of twelve classifiers which work in the parallel mode. Lets assume that $c_1^1, c_2^1, c_3^1, c_4^1$ belong to the ensemble $EC^1$. Similarly for other classifiers we have: $c_1^2, c_2^2, c_3^2, c_4^2$ belong to $EC^2$ and $c_1^3, c_2^3, c_3^3, c_4^3$ belong to $EC^3$. The general structure of the first ensemble of classifiers is shown in Fig. 4.

![Fig. 4. Structure single ensemble of classifiers.](image)

Each three ensemble of classifiers is then subjected to classification. In our method, in order to classify the password three ensembles $EC^1$, $EC^3$ and $EC^3$ have been created. Each single ensemble consists of four sub-classifiers. It means that proposed group of ensembles consists of twelve classifiers which work in the parallel mode. Lets assume that $c_1^1, c_2^1, c_3^1, c_4^1$ belong to the ensemble $EC^1$. Similarly for other classifiers we have: $c_1^2, c_2^2, c_3^2, c_4^2$ belong to $EC^2$ and $c_1^3, c_2^3, c_3^3, c_4^3$ belong to $EC^3$. The general structure of the first ensemble of classifiers is shown in Fig. 4.

![Database](image)

![Local rule](image)

$$d_{EC}=0 \text{ or } d_{EC}=1$$

Where $N$ is a total number of people inside database, set $O^k$ consists of ten vectors $V$, which were created based on ten passwords of $k$-th person. The sets $F^a,F^b,F^c$ contain of ten vectors.
V for the a-th, b-th and c-th persons respectively. These persons were randomly selected. It has to be mentioned that the person k must be different than persons a, b and c.

In verification mode every i-th classifier c^j_i of the ensemble EC^j calculates a probability P^j_i ∈ [0, 1] that a given password belongs to the genuine or forged passwords. Each ensemble of classifiers consists of four classifiers and each of them returns its probability P^j_i. In the next step each ensemble of classifiers EC^j, where j = 1, ..., 3, makes a decision, based on probability P^j_i. Let S_g^j be a total probability P^j_i generated by j-th classifier, while S_f^j be a probability that a given user password is forged. For such assumptions, we have:

\[ S_g^j = \sum_{i=1}^{4} P^j_i, \quad S_f^j = \sum_{i=1}^{4} (1 - P^j_i), \]

where P^j_i is probability returned by i-th classifier of the ensemble EC^j. Finally, every ensemble EC^j, j = 1, ..., 3 creates a decision based on the following formula:

\[ \text{if } S_g^j > S_f^j \text{ then } d_{EC^j} = 1 \quad \text{otherwise } d_{EC^j} = 0, \]

where d_{EC^j} is an auxiliary variable which helps in decision creation. The ultimate decision of global ensemble classifier is made according to decision of all single of ensembles EC^j:

\[ \text{if } \sum_{j=1}^{3} d_{EC^j} \geq 2 \text{ then user is legitimated } \]

\[ \text{otherwise user is illegitimated } \]

4. EXPERIMENTAL RESULTS

The database which was used in experiments is so-called "try4-mbs" and it is publicly available [9],[8]. The database consists of 100 users who typed 10 times the same password "try4-mbs", so the database comprises of 1000 records. To collect the data in this database a special keyboard system with pressure sensors adhered underneath the keys was used. Thanks to this and a special program the database comprises of two features: latency between keys and pressure value of every key [9],[8]. Efficiency of the classifier was confirmed in the 10-fold cross validation test.

In practice password in the database was ”try4-mbs”, so number of password letters was n = 8. Therefore the vector V contains 2n = 16 coordinates. The method proposed in this paper is continuation of the previous work [3] in which only latency feature was used to determine the vector V. The results obtained by means of proposed approach is shown in Table 1.

<table>
<thead>
<tr>
<th>Ensemble classifier members</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_1^j Kstar [19]</td>
<td>98.4</td>
</tr>
<tr>
<td>c_2^j BayesNet [19]</td>
<td></td>
</tr>
<tr>
<td>c_3^j LibSVM [1]</td>
<td></td>
</tr>
<tr>
<td>c_4^j HoeffdingTree [7]</td>
<td></td>
</tr>
</tbody>
</table>

Whether apart from latency also pressure values have been included, the effectiveness of the method is higher. It presents Table 2. During our investigation the parameters t_min and y_min have been changed in wide range: t_min ∈ {10, ..., 50} with step 10, y_min ∈ {0, ..., 40} with step 10. From carried out experiments the following parameters t_min = 10 and y_min = 30 have been established. It provides the best classification level.
Table 2. The best results obtained by use of pressure and latency.

<table>
<thead>
<tr>
<th>Ensemble classifier members</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_1^j Kstar [19]</td>
<td></td>
</tr>
<tr>
<td>c_2^j BayesNet [19]</td>
<td></td>
</tr>
<tr>
<td>c_3^j LibSVM [1]</td>
<td></td>
</tr>
<tr>
<td>c_4^j HoeffdingTree [7]</td>
<td>99.8</td>
</tr>
</tbody>
</table>

Comparison of the results gathered in Table 1 and Table 2 show that classifying accuracy is higher when input data are based on latency and pressure values. It is difficult to compare the works of different researchers due to lack of standards for data preparation and collection [11]. Same standards could facilitate the exchange of information amongst researchers and provide a better way to compare different algorithms. Using databases which are publicly available allow us to compare different algorithms and classification techniques. Comparison of the various results based on the same database is depicted in Table 3.

Table 3. Classification accuracy for different verification techniques.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>99.8</td>
</tr>
<tr>
<td>Method: average fuzzy artmap [9]</td>
<td>98.78</td>
</tr>
<tr>
<td>Method: Average FMM [13]</td>
<td>98.32</td>
</tr>
<tr>
<td>Method ARTMAP-FD [8]</td>
<td>89.3</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this work we proposed multilayer ensemble of classifiers to recognize the computer users by means of keystroke dynamics measurement. We conducted classification based on latency and pressure features. Adding pressure in classification mode led to increase the accuracy of classification in comparison to classification based only on latency. Obtained results suggest that described method could be used in professional biometric applications. In future investigations we are going to check various databases and modify the structure of the ensembles and classifiers in order to obtain the higher accuracy of classification.
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